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Stratospheric balloons navigate by using ballasting to stay within 50 km of a station. Wind direction is a function Example Trajectories

elevate or lower in a wind field to station keep near a of elevation. TWR50 = % time within 50 km of station. —— PPO (Ours)
target. Traditionally, these balloons have been piloted by - ‘ _ Ee?:;g:lgs)

ground based human operators or heuristic autopilot
programs. Recently, reinforcement learning has been used
to create Al autopilot programs. The state-of-the-art for
this application domain includes the following RL
algorithms: Deep Q-Network (DQN), Quantile Regression Wind field
DQN (QR-DQN), and Soft Actor Critic (SAC). In this
project, we sought to reproduce recent results in the
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literature within a common simulation environment. We
also implement Proximal Policy Optimization (PPO), a 2 action space
novel use of this algorithm in the stratospheric balloon v
domain. - 5
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Model Training

e Thus far we implemented PPO and DQN
within the simulated environment, where
they learned

« Have not been able to match the state-of-
the-art

 Future work includes implementing SAC and
further model optimization
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