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Quantitative Results

I (b) Temporal-spatial motion

(4 Theproposed. fIxcom S e Metrics use CLIP embeddings and measure cosine similarity
Dataset Model Alignment 1 Consistency 1 Diversity |
e Few-shot dataset from LAMP Text2Video-Zero [2] 27.84 94.10 82.26
e Off-the-shelf foreground masks LAMP [3] 29.01 98.12 86.51
‘ ‘ Ours (Noise) 23.37 94.91 96.66
Ours (Latents) 29.28 97.79 86.64
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