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Problem Definition
Goal – In the zero/few-shot expert demonstration setting, we leverage additional data 
from unsupervised reinforcement learning (RL) to more efficiently train multi-task offline 
RL algorithms.
• Given a small or empty set of expert demonstrations, what types of data on related 

tasks best augment the training dataset for learning a multi-task model?
• What unsupervised data collection methods are most effective for offline multi-task 

learning in various robot arm environments?

Key Contributions
Compare the performance of unsupervised autonomous data collection methods

Mix autonomously collected data with few-shot expert demonstrations for 
downstream offline RL.

Background and Related Work
Offline Reinforcement Learning (RL) Challenges
• Offline RL has historically relied upon task-specific expert demonstrations to fully 

decouple the exploration/exploitation tradeoff [5].
• However, this approach fails to benefit from data scaling of large diverse datasets and 

is expensive in the multi-task setting [5].
Unsupervised Data Collection
To collect data in a task-agnostic setting, various unsupervised approaches relying only on 
intrinsic reward have been proposed [5].
• Knowledge-based: RND [1] incentivizes exploring states with high novelty by visiting 

states with encodings unlearned by a student model.
• Data-based: Hindsight GCRL [2] samples goals and learns a goal-conditioned policy 

to visit those goals, ensuring the policy explores the entire state space.
• Skill-based: APS [4] and CIC [3] maximize the mutual information between explored 

states and latent skill vectors so that the data collection contains a diverse set of skills.

Methods

Data Collection

Experiments/Analysis

• Under a zero/few-shot expert demonstration setting, data collected by CIC can make 
offline RL training more efficient. With sufficient expert data, APS would be a better 
choice.

• We believe that investigating other tasks in Meta-World MT-50 with a more exhaustive 
set of algorithms can bring further insights in unsupervised RL and offline RL.

• In the future, we plan to analyze the collected data and the expert data, comparing 
their distributions and properties.
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Meta-World
We use Meta-World as our simulator, which is an open-source simulated benchmark for 
meta-reinforcement learning and multi-task learning consisting of 50 distinct robotic 
manipulation environments [6]. We conduct experiments on the following 4 tasks:
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(Left) All algorithms except 
RND can discover 
extrinsic  episode reward in 
'button-press' over 500, but 
only CIC has higher than 
1000.

The skills-based methods 
(APS, CIC) tend to provide 
more diverse data.

(Above) For 'button-press', CIC captures the whole environment while still densely 
exploring the center button location.
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We use five methods (Random, RND [1], Hindsight GCRL [2], APS [4], and CIC [3]) to 
collect data and train an offline RL agent by IQL [7]. The trained models are evaluated on 
50 subtasks with different goal positions per each task and the success rate are reported.

(Below) We compare the performance of the agent trained on only data collected by 
different methods (no expert data). CIC achieves the best performance on all tasks.

During data collection, we use an online algorithm that interacts with the environment 
but is only guided by intrinsic rewards. For example, in APS, the agent maximizes the 
mutual information                   for states s and latent skill vectors z. The 
collected data is then combined with few-shot expert demonstrations to form the 
dataset used for IQL offline learning.

(Right) We report the results on the pick 
and place task where models are trained 
with a mixture of expert demonstration 
data and unsupervised method-generated 
data in varying proportions.

Combined with few expert data (25% and 
50%), Hindsight GCRL and CIC outperform 
others. However, with more of the expert 
data (75%), their performances worsen, 
while APS and Random achieve the best 
performance.
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