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Methods
We developed data-driven approaches to model 
the global hyperparameters 𝜌 and 𝜆 in the HQS 
algorithm:

1. Directly optimize global HQS hyperparameters
2. Learn hyperparameter predictor from the initial 

blurry images
3. Learn to predict hyperparameters from x in each 

iteration of HQS

Motivation & Related Work
Deconvolution to reduce blur and noise from 
images is an inverse problem:
- Inverse Filtering: highly sensitive to noise
- Wiener Deconvolution: no inherent information 

about “natural” images
- HQS1 and ADMM2: use a regularizer prior and 

require hyperparameter tuning
Hyperparameter tuning is expensive and annoying.
How do we take advantage of approaches like 
HQS without hyperparameter tuning?
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